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1 Introduction 

This note concerns solving non-linear data fitting problems of the type described in 
[1], using the application DataFit 8.0. The note is outlined as follows: The data fitting 
problem is described in this section. Section 2 concerns the regression model used 
for representing the data. In section 3, some general information about DataFit is 
provided. Section 4 concerns practical aspects of the use of DataFit, i.e. how to de-
fine a new project (section 4.1), how to implement the model (section 4.2), how to 
solve the data fitting problem (section 4.3), and finally, how to evaluate the model, 
once the optimal model parameters have been estimated (section 4.4). 

The purpose of the method described in [1] is to enable the user to express the linear 
thermal transmittance  of the interaction of window frames and glazing, as a func-
tion of the spacer profile -value, the glass thickness , and the center 

Ψ
L d gU -value of 

the glazing unit.  

It is assumed that m  detailed calculations of Ψ  are available, for various combina-
tions of ,  and L d gU . The available dataset is denoted 

 ( ) ( ){ }1 1, , , ,m mx xΨ Ψ… , (1.1) 

where ,  is the independent data, and 
T

,, ,i i i g ix L d U⎡ ⎤= ⎣ ⎦ 1, ,i = … m iΨ ,  is 

the dependent data. The detailed calculations of 

1, ,i m= …

Ψ  are represented using a regres-
sion model 

 , (1.2) 3ˆ : nΨ × →\ \ \

where the aim is to find a set of coefficients, or model parameters , such that nb∗ ∈\

 ( )ˆ , i ib x∗Ψ Ψ� , 1, ,i m= … . (1.3) 

The model parameters  are estimated by solving the following non-linear data fit-
ting problem: 

b∗

 ( )arg min
nb

b∗

∈
=

\
R b , (1.4) 

where 

 ( ) ( )
q

R b r b= , (1.5) 

and where  is either 1,  or . The implications of this choice will not be consid-

ered in this note. The vector function  is the residual between the 
model and the data: 

q 2 ∞

: nr →\ \m

 ( ) ( )ˆ ,i i ir b b x= Ψ − 1, ,i mΨ , = … . (1.6) 

2 



If the model (1.2) is intended for predicting data at previously unknown points, it is 
advisable to ensure that the model is “conservative”, i.e. it does not predict better 
values than the known observations. Since the model (1.2) is intended for represent-
ing , small values are better than large ones. A conservative parameter estimate in 
this case therefore means estimating a set of model parameters, where the values ob-
tained with the model are larger than the observations, i.e. all residuals must be posi-
tive in the solution to (1.4). 

Ψ

This means that the model parameters b∗  must be estimated by solving the following 
data fitting problem with general constraints: 

 ( )arg min
nb

b∗

∈
=

\
R b  subject to ( ) 0c b ≥ , (1.7) 

where  is the constraint function. In (1.7), the statement  is true 

if and only if the statements 

: nc →\ \l ( ) 0c b ≥

( ) 0ic b ≥ , 1, ,i l= …  are true. Using the following con-

straint function: 

 ( ) ( )c b r b= , (1.8) 

therefore provides a conservative parameter estimate. 

2 The regression model 

This section concerns a simple regression model, intended for representing the de-
tailed calculations of Ψ . 

The model is based on algebraic expressions, chosen such that the tendency of the 
data presented in [2], Figures 7 and 8 is captured. The linear thermal transmittance 

 depends on  in a way that resembles a power model: Ψ L

 2
1 1

ˆ b
L b xΨ = ⋅ . (1.9) 

The following linear correction term is added, in order to give a more precise fit: 

 3 4Lc b b x1= + ⋅ . (1.10) 

Inserting a pane with different thickness d  can be done either by keeping the inner 
or the outer distance between the panes fixed. Keeping the inner distance fixed may 
result in an altered frame construction, depending on the width of the weather strips. 
Keeping the outer distance fixed results in an altered edge construction. In order to 
accommodate the dependency of , the following quadratic correction term is 
added: 

d

 2
5 2 6 2dc b x b x= ⋅ + ⋅ . (1.11) 
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Finally, in order to accommodate the dependency of the conductance gU  of the cen-

ter of the glazing unit, the following linear correction term is added: 

 7 3gUc b x= ⋅ . (1.12) 

The regression model used for representing Ψ  thus becomes: 

  (1.13) 
( )

2 2
1 1 3 4 1 5 2 6 2 7 3

ˆ ˆ,
gL L d U

b

b x c c c

b x b b x b x b x b x

Ψ = Ψ + + +

= ⋅ + + ⋅ + ⋅ + ⋅ + ⋅

where 

 [ ]1 7, , Tb b b= … , (1.14) 

are the model parameters, and where 

 [ ]1 2 3, , Tx x x x= , (1.15) 

are the sample parameters. 

3 An introduction to DataFit 8.0 

3.1 General information 

DataFit provides possibilities for fitting a wide range of non-linear models to a given 
data set. Version 8.0 provides 298 built-in 2D models, and 242 3D models. The ap-
plication also enables the user to define models. By default, derivatives of user-
defined models are obtained using finite differences, but if desired, the user can im-
plement analytical derivatives. 

The Levenberg-Marquardt method is used when solving non-linear regression prob-
lems, and Singular Value Decomposition is used when solving linear regression prob-
lems. 

Once a solution estimate is obtained, the application provides sensitivity information, 
and other statistical information about the solution. 

The data can depend on up to 20 independent parameters, and regression models 
can depend on up to 100 model parameters. 

Homepage: www.oakdaleengr.com.

3.2 License 

A 30-day evaluation copy can be downloaded from the homepage, free of charge. A 
license costs US$ 229 when downloading the software from the Internet. 
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3.3 Remarks 

The current version only supports unconstrained weighted least-squares estimates, 
where the weighting factors for the data points are the reciprocal of the standard de-
viation. Performing a conservative parameter estimate by solving (1.7), is therefore 
not possible. Minimizing the maximum residual, i.e. using q = ∞  in (1.5), is also not 
possible. 

The current version does not provide means for checking user-defined derivatives of 
the residual function (1.6) (e.g. comparing them with finite difference approxima-
tions). 

It is not possible to make  plots for various combinations of  and U , as the 

ones used in [1]. 
( , LΨ ) d

In the documentation for the software, data with 1n −  independent parameters is 
referred to as -D regression, since it requires n  axes when plotting the data. n

4 Solving non-linear data fitting problems using 
DataFit 8.0 

This section concerns the use of DataFit 8.0 for solving non-linear data fitting prob-
lems. In order to solve the data fitting problem described in [1], the user is required 
to perform the following tasks: 

1. Define a new project, which is described in section 4.1. 

2. Define a regression model, which is described in section 4.2. 

3. Solve the data fitting problem, which is described in section 4.3. 

4. Evaluate the model, which is described in section 4.4. 

In DataFit, the sample parameters are denoted 1, , 3x x… . For the model parameters, 

any symbol other than 1, , 3x x…  and  can be used. y

4.1 Defining a new project 

First the user is required to define a new project. This is done by starting DataFit, 
and choosing the item “New” in the menu “File”. This opens up the “New Project” 
dialog box, shown in Figure 4.1. The user is required to define the number of inde-
pendent variables, in this case 3. 

The next step is to enter the data set (1.1). Double-clicking the column header gives a 
dialog box, which can be used for entering a description of the data in the column. 
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Figure 4.1. The “New Project” dialog box. In this case 3 independent variables are needed. 

Once the data has been entered, the main window looks like Figure 4.2. The data is 
the same as the one used in [1]. 

 
Figure 4.2. The main window after the data set has been entered. 

4.2 Implementing the model 

In order to define a regression model in DatatFit, the following steps are needed: 

1. In the menu “Solve”, select the item “Define User Model...”. This opens the 
“User Defined Models” window, shown in Figure 4.3. 

2. Click the “New...” button. This opens the “Model Editor” window, shown in 
Figure 4.4. 

3. To define a model, the user has to provide a model identification string, 
which can be entered in the text field labeled “Model ID”, and the expression 
for the model, which can be entered in the text field labeled “Model Defini-
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tion”. In Figure 4.4, a string representing (1.13) is entered. In the text field 
labeled “Description”, the user can enter a description of the model (op-
tional). Once the model is defined, click “OK” to accept the changes. 

 
Figure 4.3. The “User Defined Models” window. This is used for adding/removing regres-
sion models to/from the current project. 

 
Figure 4.4. The “Model Editor” window. This is used for creating or editing user defined re-
gression models. 

4.3 Solving the data fitting problem 

When a dataset is entered, and a regression model is defined, a weighted lest squares 
solution for the data fitting problem (1.4) can be estimated. Solving non-linear opti-
mization problems is done in an iterative way, by solving a sequence of approximated 
sub-problems. The user therefore has to provide the following information: 

7 



1. An initial estimate for the model parameters (a “starting point”), used for ini-
tializing the algorithm. 

2. Tolerance level for the final solution estimate, which determines when the al-
gorithm terminates. 

3. Maximum number of iterations, which is a safeguard feature, that ensures 
that the algorithm always terminates, regardless of the numerical properties 
of the regression model. 

The starting point is defined by opening the “User Defined Model” window, using 
the “Define User Model...” item in the “Solve” menu. Clicking the button labeled 
“Rules...”, opens the “User Defined Model Rules” window, shown in Figure 4.5. 

The starting point can be defined using a number of rules, where the simplest one is 
to define it as a fixed value. All other rules define the starting point relative to a value 
derived from the data, for instance the largest or smallest dependent data, the average 
dependent data, etc. 

 
Figure 4.5. The "User Defined Model Rules" window, which is used for defining starting 
points. 

The tolerance level and the maximum number of iterations can be defined in the 
“Edit” menu, under the item “Preferences” ► “Solution...”, which opens the “Solu-
tion Preferences” window shown in Figure 4.6. Here, the default values are used. 

8 



 
Figure 4.6. The "Solution Preferences" window, where the tolerance level and maximum 
number of iterations are defined. 

When the starting point and solution preferences are defined, the data fitting prob-
lem is solved in the following way: 

1. Open the “Solution Setup” window, shown in Figure 4.7, using the “Regres-
sion” item in the “Solve” menu. Check “Single Model” and “Nonlinear”, and 
then click “OK”. 

2. This opens the “Single Model Regression Setup” window, shown in Figure 
4.8. Click “Solve”. This should hopefully result in a message window with the 
message “Solution was successful”. 

3. Close the message window. 

 
Figure 4.7. The "Solution Selection" window. 
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Figure 4.8. The "Single Model Regression Setup" window. 

4.4 Evaluating the model 

In the main window, in the frame labeled “Available Solutions Sorted By RSS”, there 
should now be a line reading “Model 5”. The item labeled “Detailed...” in the “Re-
sults” menu opens the “Regression Results” window, shown in Figure 4.9. 

This window provides information about the solution, amongst other number of it-
erations, average residual, the sum of the squares of the residuals, etc. The section 
labeled “Regression Variable Results” contain the estimated optimal regression 
model parameters, in this case: 

 

1

-2

-3

-1

-2

4.538179680 10
5.427638824 10
2.186555135

-8.815026056 10
-1.060223109
1.063484956 10

-1.388614808 10

b

−

∗

⎡ ⎤⋅
⎢ ⎥⋅⎢ ⎥
⎢ ⎥
⎢ ⎥

= ⋅⎢ ⎥
⎢ ⎥
⎢ ⎥

⋅⎢ ⎥
⎢ ⎥⋅⎣ ⎦

 (3.1) 
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Figure 4.9. The "Regression Results" window, which provides statistical details about the so-
lution. 
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